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Name of Institute: Indus Institute of Technology and Engineering
Name of Faculty: Ms. Madhvi Bera
Course code:  DS0201
Course name: Advance Algorithms
Pre-requisites:  Data Structure, Design and analysis of algorithm, Programming concepts
Credit points: 4
Offered Semester: II
Course Coordinator 
Full Name: Ms. Madhvi A. Bera
Department with sitting location: CE – Department, Staff Room - 4th Floor Bhanwar Build.
Telephone: 9898891167

Email: madhvibera.ce@indusuni.ac.in


Consultation times: 02.25 PM – 05:00 PM (Wednesday and Friday)

                                09.00 AM – 05.00 PM (Working Saturdays)


Course Lecturer 
Full Name: Ms. Madhvi A. Bera
Department with sitting location: CE – Department, Staff Room - 4th Floor Bhanwar Build.
Telephone: 9898891167


Email: madhvibera.ce@indusuni.ac.in


Consultation times: 02.25 PM – 05:00 PM (Wednesday and Friday)

                                09.00 AM – 05.00 PM (Working Saturdays)

Students will be contacted throughout the Session via Mail with important information relating to this Course. 
Course Objectives
1) Understand and develop a variety of techniques for designing algorithms.

2) Expand advanced algorithm analysis skills for analyzing the approximation ratio of approximation algorithms, parallel algorithm and the probability of randomized algorithms.

3) Gain a high-quality understanding on a wide range of advanced algorithmic problems, their relations and variants, and application to real-world problems.

Course Outcomes (CO)
After successful completion of the course, student will able to:

1. Analyze a variety of algorithms with practical applications and the resource requirements of every one.

2. Establish the most suitable algorithm for any given task and then apply it to the problem.

3. Demonstrate sufficient comprehension of the theory of intractability and prove when certain kinds of problems are intractable.
Course Outline
Unit - 1                                                                                                                  [12 hours]  
Introduction:

Basic concept of algorithm, Overview of Divide and Conquer, Greedy Algorithms and Dynamic Programming. Basic search and traversal techniques for graphs, Backtracking, Branch and Bound. 

Unit - 2                                                                                                                  [12 hours]
Maximum Flow:

Flow Networks, Ford-Fulkerson method.

String Matching:

Introduction to string-matching problem, Naïve string matching algorithm, Rabin Karp, Knuth

Morris Pratt, Boyer-Moore matching algorithms and complexity analysis.

NP- Hard and NP-Complete Problems:

P, NP and NP-Complete complexity classes, Proof of NP-Completeness.
Unit - 3                                                                                                                  [12 hours]
Approximation Algorithms:

Introduction, Combinatorial Optimization, approximation factor, Types of approximation algorithm, different examples of approximation algorithm.

Parallel Algorithms:

Introduction, Classification of Parallel System, PRAM Model, parallel algorithm specifications and analysis, Parallel Searching and Parallel Sorting. 

Unit-4                                                                                                                    [12 hours]  
Probabilistic Algorithms & Randomized Algorithms 
Numerical probabilistic algorithms, Las Vegas and Monte Carlo algorithms, Game-theoretic techniques.
Method of delivery
Face to Face Lecture using Black Board, Chalk & Duster

Study time

Two Hours Theory, Two Hours Practical
CO-PO Mapping (PO: Program Outcomes)
	
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7
	PO8
	PO9
	PO10
	PO11
	PO12

	CO1
	1
	3
	2
	1
	-
	-
	-
	-
	-
	-
	-
	-

	CO2
	-
	2
	3
	3
	-
	-
	-
	-
	-
	-
	-
	-

	CO3
	3
	3
	2
	2
	-
	-
	-
	-
	-
	-
	-
	-


Blooms Taxonomy and Knowledge retention (For reference)
(Blooms taxonomy has been given for reference) 
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Figure 1: Blooms Taxonomy
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Figure 2: Knowledge retention
Graduate Qualities and Capabilities covered 
(Qualities graduates harness crediting this Course)
	General Graduate Qualities
	Specific Department of ______Graduate Capabilities

	Informed

Have a sound knowledge of an area of study or profession and understand its current issues, locally and internationally. Know how to apply this knowledge. Understand how an area of study has developed and how it relates to other areas.
	1 Professional knowledge, grounding & awareness

	Independent learners

Engage with new ideas and ways of thinking and critically analyze issues. Seek to extend knowledge through ongoing research, enquiry and reflection. Find and evaluate information, using a variety of sources and technologies. Acknowledge the work and ideas of others.
	2 Information literacy, gathering & processing



	Problem solvers

Take on challenges and opportunities. Apply creative, logical and critical thinking skills to respond effectively. Make and implement decisions. Be flexible, thorough, innovative and aim for high standards.
	4 Problem solving skills

	Effective communicators

Articulate ideas and convey them effectively using a range of media. Work collaboratively and engage with people in different settings. Recognize how culture can shape communication.
	5 Written communication

	
	6 Oral communication

	
	7 Teamwork

	Responsible

Understand how decisions can affect others and make ethically informed choices. Appreciate and respect diversity. Act with integrity as part of local, national, global and professional communities. 
	10 Sustainability, societal & environmental impact


Practical work:
	
	
	

	01 
	Implement algorithm and program for merge sort using divide and conquer strategy.
	Basic concept of divide and conquer algorithm

	02 
	Implement algorithm and program for quick sort using divide and conquer strategy.
	

	03 
	Implement program for minimum spanning tree using greedy technique.
	Greedy Algorithm

	04
	Implement program for knapsack problem using dynamic programming.
	Dynamic programming

	05 
	Implementation of Ford Fulkerson algorithm.
	Maximum flow

	06 
	Use following algorithm for string matching:
1. String Matching
2. Naïve String Matching
3. Rabin Karp
	String matching

	07 
	Implement program for Knuth Morris Pratt technique.
	

	08 
	Implement program for Enumeration Sort using parallel algorithm
	Concept of parallel and approximation algorithm

	09
	Implement program for Odd-Even Transposition Sort using parallel algorithm
	

	10 
	Perform Travelling Salesman problem using approximation algorithm.
	

	11 
	Implement program for randomized quick sort.
	Randomized concept

	12 
	Case Study
	


Lecture/tutorial times

[image: image3.png]
Attendance Requirements

The University norms states that it is the responsibility of students to attend all lectures, tutorials, seminars and practical work as stipulated in the Course outline. Minimum attendance requirement as per university norms is compulsory for being eligible for mid and end semester examinations.
Text books
1. Introduction to Algorithms, Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest and Clifford Stein, PHI.  
2. Randomized Algorithms: R. Motwani and P.Raghavan
Reference Books: 

1. Fundamental of Algorithms by Gills Brassard, Paul Bratley.
2. Approximation Algorithms: Vijay V. Vazirani

3. Reference book: Algorithmic :The spirit of computing: D. Harel

4. Design and analysis of algorithms, S. Sridhar


Additional Materials

Lecture Notes
ASSESSMENT GUIDELINES
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SUPPLEMENTARY ASSESSMENT
Students who receive an overall mark less than 40% in mid semester or end semester will be considered for supplementary assessment in the respective components (i.e mid semester or end semester) of semester concerned. Students must make themselves available during the supplementary examination period to take up the respective components (mid semester or end semester) and need to obtain the required minimum 40% marks to clear the concerned components.
Practical Work Report/Laboratory Report:

A report on the practical work is due the subsequent week after completion of the class by each group.

Late Work
Late assignments will not be accepted without supporting documentation.  Late submission of the reports will result in a deduction of -% of the maximum mark per calendar day
Format

All assignments must be presented in a neat, legible format with all information sources correctly referenced.  Assignment material handed in throughout the session that is not neat and legible will not be marked and will be returned to the student.
Retention of Written Work

Written assessment work will be retained by the Course coordinator/lecturer for two weeks after marking to be collected by the students. 
University and Faculty Policies

Students should make themselves aware of the University and/or Faculty Policies regarding plagiarism, special consideration, supplementary examinations and other educational issues and student matters. 
Plagiarism - Plagiarism is not acceptable and may result in the imposition of severe penalties.   Plagiarism is the use of another person’s work, or idea, as if it is his or her own - if you have any doubts at all on what constitutes plagiarism, please consult your Course coordinator or lecturer. Plagiarism will be penalized severely. 
Do not copy the work of other students. 

Do not share your work with other students (except where required for a group activity or assessment)
Course schedule (subject to change)
(Mention quiz, assignment submission, breaksetcas well in the table under the Teaching Learning Activity Column)
	
	Week # 
	Topic & contents 
	CO Addressed
	Teaching Learning Activity (TLA)

	
	Weeks 1
	Basic concept of algorithm, Overview of Divide and Conquer, Greedy Algorithms
	1, 2
	Chalk & Board, Discussion

	
	Weeks 2
	Dynamic Programming, Basic search and traversal techniques for graphs
	1, 2
	Chalk & Board, Discussion

	
	Week 3
	Backtracking, Branch and Bound
	2
	Chalk & Board, Discussion

	
	Week 4
	Flow Networks, Ford-Fulkerson method.
	2, 3
	Chalk & Board, Discussion

	
	Week 5
	Introduction to string – matching problem, Naïve string matching algorithm
	1, 2
	Chalk & Board, Discussion

	
	

	
	Week 6
	Rabin Karp, Knuth Morris Pratt, Boyer-Moore matching algorithms and complexity analysis.


	1, 2, 3
	Chalk & Board, Discussion

	
	Week 7
	P, NP and NP-Complete complexity classes, Proof of NP-Completeness.

	2
	Chalk & Board, Discussion

	
	Week 8
	Approximation algorithm concepts and types with example


	1, 2
	Chalk & Board, Discussion

	
	Week 9
	Classification of Parallel System, PRAM Model, parallel algorithm specifications and analysis

	1, 2 
	Chalk & Board, Discussion

	
	Week 10
	Parallel Searching and Parallel Sorting.
	2, 3
	Chalk & Board, Discussion

	
	Week 11
	Numerical probabilistic algorithms
	2, 3
	Chalk & Board, Discussion

	
	Week 12
	Las Vegas and Monte Carlo algorithms, Game-theoretic techniques.

	2, 3
	Chalk & Board, Discussion
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Example:


Lecture		Monday	11.00 am – 11.55 am		Room LH 30


Lecture		Tuesday	11.55 am – 12.50 pm		Room LH 30


Lecture		Wednesday	01.30 pm – 02.25 pm		Room LH 30


Practicals		Thursday	09.00 am – 10.50 am		Lab – 3 Main Building





CIE-Theory (60 Marks)


          Certification course – 20 Marks


          Class Test - 30 Marks


          Assignments -  10 Marks


          Class regularity – 10 Marks�
CIE-Practical (60 Marks)


      Practical Performance during Lab 


                                         – 20 Marks


      Practical Exam / Viva - 20 Marks


      File submission - 20 Marks�
�
ESE-Theory- 40 Marks�
ESE-Practical-40 Marks�
�
Total: 200 Marks�
�
�






Program Map for Bachelor of Engineering


(CE / CSE / IT)
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