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ANNA UNIVERSITY OF TECHNOLOGY COIMBATORE
DIRECTORATE OF ONLINE AND DISTANCE EDUCATION
REGULATIONS: 2010 - 2011
This regulation is applicable to all candidates admitted into MCA Programmes

from the academic year 2010 – 2011 and onwards.

1. PRELIMINARY DEFINITIONS AND NOMENCLATURE
In this Regulation, unless the context otherwise requires:

i)

“Programme” means MCA programme.

ii)

“Branch” means specialization or discipline of MCA programme.

iii)

“Course” means a theory or practical subject that is normally studied.

iv)

“University” means ANNA UNIVERSITY OF TECHNOLOGY COIMBATORE.
2. PROGRAMMES OFFERED
1. Computer Application

3. ADMISSION
1. Candidates seeking admission to the first semester of the six semesters MCA

Degree Programme:

• Should possess the degree from a recognized University with Mathematics /

Statistics / Computer Oriented Subjects in Degree level or Any Degree with

Mathematics at H.Sc. level or Equivalent.

• Should have passed the Higher Secondary Examination of (10+2) curriculum

(Academic stream) prescribed by the Government of Tamil Nadu or authority

accepted by the Syndicate of Anna University Coimbatore as equivalent thereto.

2. The eligibility criteria shall be prescribed by the Syndicate of the University from time

to time.
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4. STRUCTURE OF PROGRAMME
1. Every Programme shall have a curriculum comprising of theory courses, practical

courses and a project work with well defined syllabi.

2. The medium of instruction, examinations and project report shall be in English.

5. DURATION AND PATTERN
A student is normally expected to complete the MCA Programme in 6 semesters (three

academic years) but in any case not more than 10 semesters (five academic years)

from the admission.

6. INTERACTIVE LEARNING PROGRAMME
1. Interactive Learning Programmes are arranged on Saturdays and Sundays or on

Public Holidays. Attendance in Three ILPs is compulsory to appear for University

Examination. University will arrange Tele Conference / Case Studies in different

centres after due notification.

2. Those who did not attend the required number of ILPs can get permission from the

Director and submit Additional Term Paper (ATP) / Mini Project Work (MPW) and

appear for the examinations.

7. SYSTEM OF EXAMINATION
1. Performance in each course (other than project work) of study shall be evaluated as

follows:

S. No.
Mode of Examination
Percentage of Marks
1

Terminal Examination

80%

2

Continuous Assessment

(Assignments)

20%

Total

100%

2. Each theory and practical course shall be evaluated for a maximum of 100 marks

and the project work shall be evaluated for a maximum of 300 marks.

3. The University examinations of 3 hours duration shall ordinarily be conducted

between December & January and between May & June.
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8. REQUIREMENTS FOR APPEARING FOR UNIVERSITY EXAMINATION
A candidate shall normally be permitted to appear for the University examination of the

current semester if he/she satisfied the following condition requirement:

• Student is expected to attend all ILP classes and secure 100% attendance.

However, in order to allow for certain unavoidable reasons, the student is expected

to attend at least 50% of the ILP classes (Three pair of Saturday and Sunday).

Note: -
A candidate who could secure lesser than 50% of attendance shall be given
exemption with the permission from the Director and he/she shall be permitted
to appear for the examinations by submitting Additional Term Paper (ATP) /
Mini Project Work (MPW).
• Registration is mandatory for current semester examinations as well as arrears

examinations. Student is expected to register for examination for all courses of that

semester.

9. PASSING REQUIREMENTS
1. A candidate, who secures not less than 50% of total marks prescribed for all the

courses with a minimum of 50% of marks in continuous assessment and 50% of

marks in university examination, shall be declared to have passed the

Examination. If a candidate fails to secure a pass / absent in a particular course, it

is mandatory that he/she register and reappear for the examination in that course

during the next semester when examination is conducted in that course; he/she

should continue the same till he/she secures a pass. However, the continuous

assessment marks obtained by the candidate in the first attempt shall be retained

and considered valid for all subsequent attempts.

2. In case the candidate fails to submit the assignments within the stipulated date

prescribed by the university, He / She will be considered to have failed in the

internal assessment thereby foregoing the continuous assessment marks of 20.

However the candidate can pass the external terminal examination by securing

minimum of 62.5 marks out of 100.

3. A candidate who opts for project work shall be declared to have passed in the

Project work and Viva–voce examination, if he/she secures an overall minimum of

50% marks. If a candidate fails to secure a pass / absent in the Project work and

Viva-voce examination may be permitted to resubmit a project and appear for the

viva – voce for the second time if so recommended by the examiners. No

candidate shall be permitted to submit the project work and appear for the Viva –

Voce on more than two occasions.
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Note: -
If a student indulges in malpractice in any of the University examinations,
he/she shall be liable for punitive action as prescribed by the University from
time to time.
10. ELIGIBILITY FOR THE AWARD OF DEGREE
A student shall be declared to the eligible for the award of the MCA Degree provided the

student has

• Successfully completed the course requirements and passed all the prescribed

examinations in all the 6 semesters within a maximum period 5 years reckoned from

the commencement of the first semester to which the candidates was admitted.

• The award of Degree must have been approved by the Syndicate of the University.

11. CLASSIFICATION OF THE DEGREE AWARDED
1. A candidate who qualifies for the award of the Degree having passed the

examination in all the courses of all the six semesters in his/her first appearance

within four six semesters and securing an aggregate of not less than 75% of total

marks shall be declared to have passed the examination in Distinction.

2. A candidate who qualifies for the award of the Degree having passed the

examination in all the courses of all the six semesters within a maximum period of

six consecutive semesters reckoned from the commencement study in the first

semester and securing an aggregate of not less than 60% of total marks shall be

declared to have passed the examination in First Class.

3. A candidate who qualifies for the award of the Degree having passed the

examination in all the courses of all the six semesters not within a maximum period

of six consecutive semesters reckoned from the commencement study in the first

semester and / or securing an aggregate of less than 60% of total marks shall be

declared to have passed the examination in Second Class.

4. All other candidates shall be declared as failed candidates.
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12. GRADING SYSTEM
Marks
Grade
Grade Legend
Grade Points
95% - 100%

O

Outstanding

10.0

90% - 94%

E

Excellent

9.5

86% - 89%

A

Very Good

9.0

76% - 85%

B

Good

8.0

66% - 75%

C

Above Average

7.0

56% - 65%

D

Average

6.0

50% - 55%

S

Satisfactory

5.0

Below 50%

RA

Reappearance

-

-

RAI Reappearance in Internal

-

-

RAX Reappearance in External

-

-

RAB Reappearance Both

-

-

W

Withheld

-

-

AB

Absent

-

*****
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ANNA UNIVERSITY OF TECHNOLOGY COIMBATORE
DIRECTORATE OF ONLINE AND DISTANCE EDUCATION
MCA - CURRICULUM
MCA
Branch Code - 254
Semester I
Course
Code
Course
Marks Credits
111001

PROGRAMMING LANGUAGES

100

3

111002

MANAGEMENT ACCOUNTING

100

4

111003

DATA STRUCTURES AND C

100

4

111004

COMPUTER ARCHITECTURE AND ORGANIZATION

100

3

111005

OPERATING SYSTEMS

100

3

111008

PROGRAMMING LAB

100

2

111009

DATA STRUCTURES LAB

100

2

Total Cumulative Credits

21

Semester II
Course
Code
Course
Marks Credits
112003

OBJECT ORIENTED PROGRAMMING WITH C++

100

4

112005

DATA BASE MANAGEMENT SYSTEMS

100

3

112006

SYSTEM SOFTWARE

100

3

112010

MATHEMATICAL FOUNDATIONS OF COMPUTER SCIENCE

100

4

112011

MICROPROCESSOR AND ITS APPLICATIONS

100

3

112012

COMPUTER GRAPHICS

100

3

112008

OOPS LAB

100

2

112009

DBMS LAB

100

2

Total Cumulative Credits

45

Semester III
Course
Code
Course
Marks Credits
113001

DATA COMMUNICATION AND NETWORKS

100

3

113002

E-COMMERCE

100

3

113003

SOFTWARE ENGINEERING

100

3

113004

DESIGN AND ANALYSIS OF ALGORITHMS

100

4

113009

JAVA PROGRAMMING

100

4

113010

GRAPHICS AND ALGORITHMS LAB

100

2

113011

JAVA PROGRAMMING LAB

100

2

Total Cumulative Credits

66
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Semester IV
Course
Code
Course
Marks Credits
114001

CRYPTOGRAPHY AND NETWORK SECURITY

100

3

114007

RESOURCE MANAGEMENT TECHNIQUES

100

4

114009

SOFTWARE PROJECT MANAGEMENT

100

3

114015

VISUAL PROGRAMMING

100

4

114016

UNIX INTERNALS

100

3

114017

MULTIMEDIA SYSTEMS

100

3

114018

UNIX AND NETWORK PROGRAMMING LAB

100

2

114019

VISUAL PROGRAMMING LAB

100

2

Total Cumulative Credits

90

Semester V
Course
Code
Course
Marks Credits
115002

DATA WAREHOUSING AND DATA MINING

100

3

115003

MOBILE COMPUTING

100

4

115004

COMPONENT BASED TECHNOLOGY

100

3

115005

INTERNET PROGRAMMING

100

4

115013

OBJECT ORIENTED ANALYSIS AND DESIGN

100

3

115011

INTERNET PROGRAMMING LAB

100

2

115014

CASE TOOLS AND SOFTWARE DEVELOPMENT LAB

100

2

Total Cumulative Credits

111

Semester VI
Course
Code
Course
Marks Credits
116001

SOFT COMPUTING

100

3

116002

DISTRIBUTED COMPUTING

100

3

116003

SOFTWARE QUALITY MANAGEMENT

100

3

116004

PROJECT WORK AND VIVA-VOCE

300

9

Total Cumulative Credits
129
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111001 - PROGRAMMING LANGUAGES
OBJECTIVE To emphasize the basic programming concepts, how they work together which would

be learning through meaning full examples and programming exercises.

MODULE 1:
The role of Programming Languages Toward Higher-Level Languages- Programming

Paradigms-Languages Implement Bridging the Gap. Languages Description Syntactic Structure

Expression Notations-Abstract Syntax Trees- Lexical syntax-Context-Free Grammars-Grammars for

Expressions

MODULE 2:
Statements Structure Programming - The Need for Structured Programming-Syntax-Directed

Control Flow-Design Considerations Syntax-Handling Special Cases in Loops-Proof Rules for Partial

Correctness-Control Flow in C. Procedure Activations Introduction to Procedures-Parameter-Passing

Methods-Scope Rules for Names.

MODULE 3:
Types of Data Representation- The Role of Types-Basic Types - Arrays Sequences of

Elements-Records Named Fields –Unions and Variant Records-Sets-Pointers Efficiency and

Dynamic Allocation-Types and Error Checking.

MODULE 4:
Groups of Data and Operations Class Declarations in C++ - Dynamic Allocation in C++ -

Templates Parameterized Types. Object-Oriented Programming What is an Object? Object-Oriented

Thinking-Inheritance-Object-Oriented Programming in C++ -Derived Classes and Information Hiding.

MODULE 5:
Functional Programming with Lists Scheme, a Dialect of Lisp-The Structure of List - List

Manipulation -A Motivating Example Differentiation-Simplification of Expressions

MODULE 6:
Logic Programming Computing with Relations-Introduction to Prolog-Data Structures in

Prolog-Programming Techniques-Control in Prolog-Cuts.

Text Books:
Ravi Sethi, “Programming languages”, Tata McGraw Hill

References:
1. Ellis Horowitz,Fundamentals of Programming Languages, Galgotia Publications Pvt. Ltd.

2. Allen B. Tucker, “Programming Languages “, Mc Graw Hill International Edition, 2nd Edition

3. Robert Lafore, Object Oriented Programming in Turbo C++, Galgotia Pub

SEMESTER - I
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111002 - MANAGEMENT ACCOUNTING
OBJECTIVE: To make the students expose to the various accounting systems, accounting control

and linking the accounting system to the Management Decision Making

MODULE 1:
Accounting Systems, Financial Accounting Corporate accounting management and

accounting information – Financial Analysis –Cash Flow and Fund flow statement Analysis –

Accounting Cycle –Trial Balance, income and expenditure statements, profit and loss accounts,

balance sheet

MODULE 2:
Management Accounting Basic framework – Classifications of manufacturing cost, cost

accounting systems, job order costing, and activity based costing, process costing, costing and the

value chain – Cost – Volume – Profit analysis – responsibility accounting and transfer pricing.

MODULE 3:
Capital budgeting decisions Standards and variable costing – Production cost variance

analysis – Management control environment, responsibility control and responsibility accounting

information used in management control.

MODULE 4:
Budgeting – Operating budget, budget preparation, cash budget, capital expenditure budget –

Control reports – Use of control reports, Designing management accounting system

MODULE 5:
Analysis of financial performance of a firm - Ratio analysis – Different types of ratios –

Interrelationship between ratios – Du’ Pont analysis, common size statement of inter and intra firm.

MODULE 6:
Introduction to Computerized Accounting System master files, transaction files, introduction to

documents used for data collection. Processing of different files and outputs obtained.

Text Books:
M.P.Pandikumar, “Management Accounting”, Excel Books, New Delhi, 1st Edition 2007

References:
1.

Khan & Jain, “Management Accounting”, Tata McGraw Hill Publication.

2.

S.N.Maheswari & S. K. Maheswari, “Introduction to Financial Accountancy”, Vikas Publication.
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111003 - DATA STRUCTURES AND C
OBJECTIVE: To introduce the students those aspects of data structures this required in subsequent

computer science courses which are infinitively kept in a modular manner.

MODULE 1:
Algorithm concept, Complexity – Big O- Notation, time space trade-off. Array- Row/Column

major representation, sparse matrix, shifting.Linked List- Singly, circular, doubly, doubly & circular

Stack- Push, Pop

MODULE 2:
Stack representation using array & linked list. Queue – insert, delete, representation using

array & linked list, circular queue (operations), deque (operations),priority queue(operations)

MODULE 3:
Garbage collection-different techniques. Tree- definition – traversal algorithms (pre, post, in). -

Threaded tree (One Way & Two Way), heap tree, Avl tree-balancing, B-tree, Trie

MODULE 4:
Sorting with complexity analysis – bubble, merge, quick, selection, insertion, shell,

tournament, radix, heap .Search- Linear & Binary (Complexity Analysis). Recursion Technique-

overview including tail recursion

MODULE 5:
Hashing- definition. Functions- Midsquare, Folding, remainder, Collision resolution & linear

probing. Overview On – Sequential file, random access file, indexed sequential, hash file.

MODULE 6:
Conversion from infix – to postfix, evaluation of postfix expression. Both iterative & recursive

implementation. Binary search tree, Huffman algorithm, Creation of Heap. Pattern matching

algorithms- Brute force, Knuth-Morris-Pratt.

Text Books:
Jean-Paul Trembly and Paul Sorenson, “An Introduction to Data structures with applications”

References:
1. Ajay Agarwal, Data Structure Using C, Cyber Tech

2. Radhakrishnan & Shrinivasan, Data Structure Using C, ISTE/EXCEL

3. Radhaganesan, C and Data Structures,Scitech

4. Tannenbaum,Data Structure Using C & C++, PHI
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111004 - COMPUTER ARCHITECTURE AND ORGANIZATION
OBJECTIVE: To understand the core concepts of hardware and software design for computer

systems and also the necessary hardware interfaces for the software.

MODULE 1:
Data and Number Representation-Binary-Complement Representation, BCD-ASCII,

Conversion of Numbers from one Number System to the other, (r-1)’s & r’s Complement

representation, Binary Arithmetic.

MODULE 2:
Structure of a Digital Machine (VON-Neumann architecture), Logic gates, Basic Logic

Operations, Truth Tables, Boolean Expression, Simplification

MODULE 3:
Combination Circuits, Adders, Multiplexer, Sequential Circuits, Registers. ROM, PROM,

EPROM and dynamic RAM, Digital Components, Bus Structure- Address bus, Data bus & DMA

controller.

MODULE 4:
Karnaugh Map, Coder, Decoder, Counter – Asynchronous & Synchronous. Flip Flops – RS,

JK, and D &T. Basic Computer Organisation & Design, Micro-programmed Control. Data

representation, Register transfer & micro-operations, Central processing unit, Pipeline & vector

processing.

MODULE 5:
Computer Arithmetic Addition and Subtraction-Multiplication algorithms- divison algorithms-

floating-point arithmetic operators, decimal arithmetic unit. Input - Output Organization Peripheral

Devices-I-O Interface-Mode of Transfer-DMA-IOP-Serial Communication.

MODULE 6:
Memory organization - Memory Hierarchy-Main Memory- auxiliary memory- associative

memory- cache memory- virtual memory. Multiprocessors Characteristics of Multiprocessors-

Interconnection Structures- Interprocessor Arbitration- Interprocessor Communication and

Synchronization, Cache Coherence.

Text Books:
Morris Mano, “Computer System Architecture”, PHI,3rd Ed

References:
1. Hamacher, Computer Organization, MGH

2. Carter, Schaum Outline Series, Computer Architecture, TMH

3. Buad, System Architecture, VIKAS
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111005 - OPERATING SYSTEMS
OBJECTIVE: Intended to acquaint the student with the design principles and implementation issues

of contemporary operating systems both Windows and UNIX.

MODULE 1:
Main frame systems, Desktop systems-Multiprocessor Systems-Distributed Systems-

Clustered Systems-Real Time System-Hand held Systems, Operating Systems Structures System

Components – Operating System Services- System Calls-CPU Scheduling Basic Concepts-

Scheduling Algorithms.

MODULE 2:
Process Concepts – Process Scheduling - Operation on Process - Inter Process

Communications - Threads Multithreading Models-Process Synchronization The Critical Section

Problem.

MODULE 3:
Semaphores - Monitors - Deadlock - Deadlock Characterization- Methods for handling

Deadlocks -Deadlock Prevention - Deadlock Avoidance - Deadlock Detection - recovery from

Deadlock.

MODULE 4:
Background - Swapping - Contiguous Memory Allocation - Paging - Segmentation -

Segmentation with Paging-Virtual Memory Demand Paging-Page Replacement-Thrashing

MODULE 5:
File Concepts-Access Methods-Directory Structure-File Protection-File System

Implementation File System Structure and Implementation – Directory Implementation – Disk

Structure- Disk Scheduling.

MODULE 6:
Design issues in disturbed operating system –Distributed file Systems- Naming and

Transparency - Remote File Access - Stateful Versus Stateless service - Distributed Coordination –

event Ordering - Deadlock Handling –Election Algorithms.

Text Books:
William Stallings, Operating Systems, PHI

References:
1. Galvin & Silverschatz, Operating Systems, John Wiley

2. Milenkovic, Operating Systems, TMH

3. Tannenbaum, Modern Operating System, 2nd Ed, PHI

4. Dhamdhere, Systems Programming & Operating Systems, TMH

5. Donovan, Systems Programming, TMH
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111008 - PROGRAMMING LAB
Implementation of C programs using

1. Input/output statements.

2. Control Statements.

3. Functions (Recursive and Non recursive).

4. Arrays.

5. Pointers.

6. Structures.

7. Unions.

8. File Handling.

9. String operations.

111009 - DATA STRUCTURES LAB
Write a program using C language for

1. Implementation of Singly, Doubly and Circular linked list.

2. Implementation of Stack using Array and Linked list.

3. Implementation of Applications of Stack

4. Implementation of Queue using Array and Linked list

5. Implementation of Circular Queue.

6. Implementation of Binary Search trees.

7. Implementation of Binary Tree Traversals

8. Implementation of Hash table.

9. Implementation of Heaps.

10. Implementation of AVL Rotations.

11. Implementation of Searching Techniques

12. Implementation of Sorting Techniques

13. Implementation of String matching algorithm
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112003 - OBJECT ORIENTED PROGRAMMING WITH C++
OBJECTIVE:
To present the concept of object oriented programming and discuss the

important elements of C++ and Java.

MODULE 1:
Principles of Object Oriented Programming (OOP) - Object oriented programming paradigm -

basic concepts of object oriented programming - benefits of OOP - Beginning with C++ - Applications

of C++ - C++ statements - class, structure of C++ program - Expressions and Control Structures -

Operators in C++ - scope resolution operator – member de-referencing operators – memory

management operators – manipulators - type cast operator - Expressions and implicit conversions -

operator overloading - operator precedence - control structures.

MODULE 2:
Functions in C++ - The main function - function prototyping - call by reference - return by

reference - inline functions - default arguments - const argument - function overloading - friend and

virtual functions - Classes and Objects - Specifying a class - defining member functions - C++

program with class - making an outside function inline - nesting of member functions - private

member functions - arrays within a class - memory allocation for objects.

MODULE 3:
Static data members - static member functions - Arrays of objects - objects as a function

argument - friendly functions - returning objects - const member functions - pointers to members -

Constructors and Destructors – Constructors - parameterized constructors - multiple constructors in a

class - constructors with default arguments - dynamic initialization of objects - copy constructor -

dynamic constructors - constructing two-dimensional arrays - destructors.

MODULE 4:
Inheritance: Extending Classes: Defining derived classes - single inheritance - making a

private member – inheritable - multi level inheritance - multiple inheritance - hierarchical inheritance -

and hybrid inheritance - Virtual base classes - abstract classes - constructors in derived classes -

member classes - nesting of classes.

MODULE 5:
Pointers - Virtual Functions and Polymorphism: Pointers to objects - pointers to derived

classes - virtual functions - and pure virtual functions - Introduction to Java: Byte code - features of

Java - data types - variables and arrays – operators - control statements.

MODULE 6:
OOP using Java Inheritance - Packages and Interfaces - Exception Handling in Java - multiple

threads and Applets

Text Books:
E. Balaguruswamy, “Object-Oriented Programming with C++” Tata McGraw Hill, New Delhi, 1998.

SEMESTER - II
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112005 - DATABASE MANAGMENT SYSTEMS
OBJECTIVE: To provide a Strong foundation in database technology and an introduction to the

current trends in this field.

MODULE 1:
Database Systems Vs File Systems - Purposes of Database Systems - View of Data -

Database Languages – Data Storage and Querying - Transaction Management - Database Systems

Architecture – Database Users and Administrator - History of Database Systems - Database Systems

Applications – Overview of Network and Hierarchical Models

MODULE 2:
Relational Model – Structure of Relational Databases – SQL – Data Definition – Basic

Structure - Set Operations – Aggregate Functions – NULL Values – Nested Sub Queries - Complex

Queries – Views – Modification of the Database - Joined Queries – Integrity Constraints –

Authorization - Embedded SQL - Dynamic SQL - Other SQL Functions - Query by Example - Triggers

MODULE 3:
Database Design – Overview of the Design Process – ER Model – Constraints – ER

Diagrams – ER Design Issues – Reduction to Relational Schemas – Relational Database Design –

Features of Good Relational Designs – Atomic Domains - Functional and Multivalued Dependencies

– Normal Forms - 1NF – 2NF-3NF-BCNF – 4NF-5NF

MODULE 4:
Storage & File Structure – Overview - Disks – RAID – Storage Access - File Organization -

Indexing &Hashing – Basic Concepts - B+ TREE - B Tree - Static and Dynamic Hashing - Multiple

Key Access - Query Processing - Selection Operation –Sorting - Join Operation - Evaluation of

Expressions - Query Optimization – Transformation of Relational Expressions – Materialized Views

MODULE 5:
Transaction Concept – Transaction State – Implementation of Atomicity and Durability -

Concurrency Control – Protocols - Deadlock Handling - Recovery Systems – Failure Classification -

Recovery with Concurrent Transactions – Shadow Paging – Log Based Recovery - Buffer

Management – Remote Backup Systems – Advanced Recovery Techniques

MODULE 6:
Current Trends – Centralized and Client Server Architectures - Distributed Databases – Types

of Distributed Databases – Distributed Data Storage – Distributed Transactions – Distributed Query

Processing – Object Oriented Databases – Need for Complex Data Types – Structured Types and

Inheritance – OO Data Model – XML – Motivation - Structure and Storage of XML Data - XML

Document Schema – XML Query Processing – XML Applications – Data Warehousing – Data Mining

Text Books:
H. Korth, A. Silberchafz, “Database System and Concepts”, McGraw Hill, 5th Edition, 2006

References:
Ramez Elamassri, Shankant B-Navathe, “Fundamentals of Database Systems”, Pearson, 3rd Edition
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112006 - SYSTEM SOFTWARE
OBJECTIVE: To have an understanding of foundations of design of assemblers, loaders, linkers,

and macro processors.

MODULE 1:
System Software and Machine Architecture – Simplified Instructional Computer (SIC): SIC Machine

Architecture – SIC/XE Machine Architecture – SIC Programming Examples – Traditional (CISC) Machines – VAX

Architecture – Pentium Pro Architecture – RISC Machines: UltraSPARC Architecture – PowerPC Architecture – Cray

T3E Architecture.

MODULE 2:
Basic Assembler Functions - A simple SIC Assembler p Assembler Algorithm and Data Structure – Machine-

Dependent Assembler Features: Instruction Formats and Addressing Modes – Program Relocation – Machine-

Independent Assembler Features : Literals – Symbol-Defining Statements – Expressions – Program Blocks –

Control Sections and Program Linking-Assemble Design Options: One-Pass Assemblers-Multi-Pass Assemblers-

Implementation Examples: MASM Assembler-SPARC Assembler-AIX Assembler.

MODULE 3:
Basic Loader Functions : Design of an Absolute Loader – A Simple Bootstrap Loader – Machine Dependent

Loader Features : Relocation-Program Linking-Algorithm and Data Structures for a Linking Loader – Machine-

Independent Loader Features : Automatic Library Search – Loader Options – Loader Design Options : Linkage

Editors-Dynamic Linking-Bootstrap Loaders : Implementation Example’s-DOS Linker-SunOS Linkers-Cray MPP

Linker

MODULE 4:
Basic Compiler Functions: Grammars, Lexical Analysis, Syntactic Analysis, Code Generation – Machine-

Dependent Compiler Features : Intermediate Form of the Program, Machine-Dependent Code Optimization –

Machine-Independent Compiler Features : Structured Variables, Machine-Independent Code Optimization, Storage

Allocation, Block-Structured Languages – Compiler Design Options : Division into Passes, Interpreters, P-Code

Compilers, Compiler-Compilers – Implementation Examples : SunOS C Compiler- Java Compiler and Environment –

the YACC Compiler-Compiler.

MODULE 5:
Basic Macro Processor Functions : Macro Definition and Expansion-Macro Processor Algorithm and Data

Structures – Machine-Independent Macro Processor Features: Concatenation of Macro Parameters - Generation of

Unique Labels – Conditional Macro Expansion – Keyword Macro Parameters – Macro Processor Design Options :

Recursive Macro Expansion-General Purpose Macro Processors-Macro Processing within Language Translators –

Implementation : MASM Macro Processor – ANSI C Macro Language – The ELENA Macro Processor

MODULE 6:
Database Management Systems: Basic Concept of a DBMS – Levels of Data Description – Use of a DBMS

– Text Editors: Overview of the Editing Process – User Interface – Editor Structure – Interactive Debugging Systems:

Debugging Functions and Capabilities-Relationship with Other Parts of the System – User Interface Criteria

Text Books: Leland L. Beck, Manjula.D, “System Software – An Introduction to Systems Programming”, Third

Edition, Pearson Education, Inc., 2007

References:
1. D. M. Dhamdhere, “Systems Programming and Operating Systems", Tata McGraw Hill, 1999.
2. John J. Donovan, “Systems Programming”, Tata McGraw Hill Company, 1991.
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112010 – MATHEMATICAL FOUNDATIONS OF COMPUTER SCIENCE
OBJECTIVE: To extend student’s mathematical ability and to introduce most of the basic

terminologies used in computer science courses and application of ideas to solve practical problems.

MODULE 1:
Propositional logic – Statements - Logical connectives – Truth tables – Tautologies and

Contradiction – Equivalence and Implications - Normal forms (conjunctive and disjunctive) - Predicate

logic - Universal and existential quantifiers – Interpretation and Translation – Rules of Inference.

MODULE 2:
Proof Techniques – Formal and Informal Proof – Proof by Counterexample - Exhaustive Proof

– Direct Proof – Proof by Contraposition – Proof by Contradiction - Mathematical Induction –

Recursion and Recurrence relations – Groups – Basics of Groups – Subgroups – Isomorphic Groups.

MODULE 3:
Sets - Relationships between sets - Operations on sets - Set identities - Minsets – Countable

and Uncountable sets - Principle of inclusion and exclusion - Counting – Basics of Counting –

Counting Arguments - Pigeonhole principle.

MODULE 4:
Relations – Binary relations - Partial orderings - Equivalence relations - Functions:– Properties

of functions - Composition of functions – Inverse functions - Permutation functions - Permutations

and Combinations - Generating functions.

MODULE 5:
Finite State Machines – Deterministic and Non-Deterministic Finite State Machines – Regular

Sets and Kleene’s Theorem – Language Recognition – Machine Minimization – Turing Machines –

Turing Machine as Set Recognizers and Function Computers – Formal Languages – Classes of

Grammars – Context Free Grammars – Ambiguity.

MODULE 6:
Finite Probability - Probability Distributions - Conditional Probability – Independence - Bayes’

Theorem - Mathematical Expectation.

Text Books:
Judith L.Gersting, “Mathematical Structures for Computer Science”, Fifth Edition, W.H. Freeman and

Company, NY, 2003.

References:
1. J.P. Tremblay and R. Manohar, “Discrete Mathematical Structures with Applications to Computer

Science”, TMH, 1997.

2. M.K. Venkataraman, N. Sridharan and N.Chandrasekaran, “Discrete Mathematics”, The National
Publishing Company, 2003.
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112011 – MICROPROCESSORS AND ITS APPLICATIONS
OBJECTIVE: To provide an in depth knowledge of the architecture and programming

Microprocessors and to study how to interface various peripheral devices with them.

MODULE 1:
Microcomputer System – Typical Microcomputer Architecture – Microprocessor: Definition and

Functional Elements - Microprocessor Vs Microcontrollers – Intel 8085 Microprocessor: General

Specifications - Functional block diagram – Pin Configuration and Signal Description – Register

Structure - Memory Interfacing – Interfacing I/O Devices.

MODULE 2:
8085 Instruction Format – Instruction Execution and Timing Diagrams – 8085 Interrupt System

– Addressing Modes of 8085 – 8085 Instruction Set – Programming the 8085: Basic Programming –

Table Handling – Stack and Subroutine Handling – Code Conversion – 8085 Programmed I/O – 8085

Serial I/O – Time Delays.

MODULE 3:
Peripheral Interfacing: Serial I/O (8251) - Parallel I/O (8255 / 8155) – Keyboard and Display

Controller (8279) – CRT Controller (8275) – Printer Interface (8295) - DMA Controller (8257) – Floppy

Disk Controller (8271) – Interface Standards: IEEE 488 – S 100 – RS232C.

MODULE 4:
The Intel 8086 Microprocessor – Internal Architecture – Addressing Modes – Instruction Set –

Assembler Pseudo Instructions – Assembly Language Programming - Pins and Signals – MIN / MAX

Mode of Operation – Memory and I/O Interfacing – Interrupt System.

MODULE 5:
Microprocessor Based Applications – Digital Clock – Traffic Light Controller – Seven Segment

Display – Stepper Motor Controller – Washing Machine Controller.

MODULE 6:
Other Microprocessors: Z-80 – Motorola 6800 – Intel 80386 – Motorola 68000 – Numeric

Coprocessor: Intel 80287.

Text Book:
M. Rafiquzzaman, "Microprocessors - theory and applications", Prentice Hall India, Revised Edition,

2009, New Delhi.

References:
1. Ramesh S.Gaonkar, “Microprocessor - Architecture, Programming and Applications with the

8085”, Penram International Publishing Private Limited, 4th Edition.

2. R. Theagarajan, S. Dhanasekaran, S. Dhanapal, “Microprocessor and its Applications”, New Age

International Publishers, 2008.
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112012 – COMPUTER GRAPHICS
OBJECTIVE:
To enable the students to learn the fundamental concepts of Computer

Graphics and the graphics techniques and algorithms.

MODULE 1:
Overview of Graphics Systems – Output Primitives: Points and Lines – Frame Buffer – Line

Drawing and Circle Generating Algorithms – Ellipse-Generating Algorithms - Other Curves – Area

Filling - Cell Array – Character Generation - Attributes of Output Primitives: Line and Curve Attributes

– Color and Grayscale Levels – Area Fill Attributes – Character Attributes – Antialiasing.

MODULE 2:
2D Geometric Transformations: Basic Transformations – Composite Transformations - Other

Transformations – 2D Viewing: Viewing Pipeline – Window to View port Coordinate Transformation –

Clipping Operations – Point Clipping – Line Clipping – Polygon Clipping – Curve Clipping – Text

Clipping – Exterior Clipping.

MODULE 3:
Structures and Hierarchical Modeling: Structure Concepts – Editing Structures – Basic

Modeling Concepts – Hierarchical Modeling with Structures – Graphical User Interfaces and

Interactive Input Methods: User Dialogue – Input of Graphical Data – Input Functions – Interactive

Picture Construction Techniques – Virtual Reality Environments.

MODULE 4:
3D Concepts – 3D Object Representations: Polygon Surfaces – Curved Lines and Surfaces –

Quadric Surfaces – Super quadrics – Blobby Objects – Spline Representations – Bezier Curves and

Surfaces – B-Spline Curves and Surfaces – Beta Spline - Sweep Representation – Octrees – BSP

Trees - Fractal Geometry Methods – Visualization of Data Sets.

MODULE 5:
3D Geometric and Modeling Transformations: Translation – Rotation – Scaling – Other

Transformations – Composite Transformations – 3D Transformation Functions – 3D Viewing:

Viewing Pipeline – Viewing Coordinates – Projections – Clipping - Hardware Implementations – 3D

Viewing Functions.

MODULE 6:
Visible Surface Detection: Back-Space Detection – Various Visible-Surface Detection

Methods - Wire frame Methods – Illumination Models and Surface Rendering Methods: Light Sources

– Basic Illumination Models – Halftone Patterns and Dithering Techniques – Polygon Rendering

Methods – Color Models and Color Applications - Computer Animation.

Text Books:
Donald Hearn, M. Pauline Baker, “Computer Graphics”- Prentice Hall India, 2nd Edition



	Page 21


20

112008 - OOPS LAB
1. Programs using Constructor and Destructor.

2. Creation of classes and use of different types of functions.

3. Count the number of objects created for a class using static member function.

4. Write programs using function overloading and operator overloading.

5. Programs using inheritance.

6. Program using friend functions.

7. Program using virtual function.

8. Write a program using exception handling mechanism.

9. Programs using files.

10. Programs using function templates.
112009 - DBMS LAB
1. Execute a single line and group functions for a table.

2. Execute DCL and TCL Commands.

3. Create and manipulate various DB objects for a table.

4. Create views, partitions and locks for a particular DB.

5. Write PL/SQL procedure for an application using exception handling.

6. Write PL/SQL procedure for an application using cursors.

7. Write a DBMS program to prepare reports for an application using functions.

8. Write a PL/SQL block for transaction operations of a typical application using triggers.

9. Write a PL/SQL block for transaction operations of a typical application using package.

10. Design and develop an application using any front end and back end tool (make use of ER

diagram and DFD). Typical Applications – Banking, Electricity Billing, Library Operation, Pay

roll, Insurance, Inventory, etc.
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113001 - DATA COMMUNICATION AND NETWORKS
OBJECTIVE:
To provide a unified overview about the broad field of data and computer

communications.

MODULE 1:
Data communication and Networking for Today’s Enterprise – communications model –

Networks – Internet – TCP / IP – OSI Model – Data Transmission – Channel capacity – Wireless

Transmission.

MODULE 2:
Signal encoding techniques – Digital and Analog Data – Digital Data Communication

Techniques – Data Link Control Protocol – Flow and error control – HDLC.

MODULE 3:
Multiplexing – Synchronous and Statistical TDM – ADSL – Spread Spectrum Concepts –

Frequency Hopping – Code division multiple access.

MODULE 4:
Circuit switching Networks and concepts – Asynchronous transfer mode – ATM Cells – routing

in packet switching networks – effects of congestion-congestion control- traffic management. Cellular

wireless networks – Third generation systems.

MODULE 5:
LAN Protocol architecture – High speed LANs -Wireless LAN technology – IEEE 802.11

Architecture, medium Access control – Physical Layer, Security.

MODULE 6:
Internetworking Protocols – principles and operation- multicasting – security – routing – IP

performance metrics – network security- message authentication – and Hash function – IPV4 and

IPV^ security – Wi-Fi Protected Access –Internet applications.

Text Books:
William Stallings, “Data computer communication”, Prentice Hall India, 8th Edition

SEMESTER - III
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113002 – E-COMMERCE
OBJECTIVE: To learn the advancements of electronic commerce this has become a compelling

necessity in the present day communication based commerce which is happening in the digital

space.

MODULE 1:
Introduction to Electronic Commerce – Definition, Categories, Growth and Development, Key

Characteristics, Advantages and Disadvantages – Economic Forces – Identifying E-Commerce

Opportunities – Technology Infrastructure – The Internet and WWW – Packet Switched Networks –

Internet Protocols – Markup Languages – Intranets and Extranets – Internet Connection Options –

Semantic Web

MODULE 2:
The Legal Environment – Use and Protection of Intellectual Property – Online Crime,

Terrorism, and Warfare – Ethical Issues – Taxation – Setting on the Web – Revenue Models –

Revenue Models in Transition – Revenue Strategy Issues – Creating an Effective Web – Web Site

Usability – Connecting With Customers

MODULE 3:
Marketing on the Web – Web Marketing Strategies – Communicating with Different Market

Segments – Customer Behavior – Advertising on the Web – E-Mail Marketing – Creating and

Maintaining Brands on the Web – Search Engine Positioning – Electronic Data Interchange – EDI on

the Internet – SCM using Internet Technologies – Electronic Marketplaces and Portals

MODULE 4:
Overview of Auction – Online Auctions – Virtual Communities and Web Portals – Web Server

Hardware and Software – Basics of Web Server – Software for Web Servers – Electronic Mail – Web

Site and Internet Utility Programs – Web Server Hardware

MODULE 5:
E-Commerce Software – Web Hosting Alternatives – Basic Functions – Advanced Functions –

E-Commerce Software for Small and Midsize Companies, Midsize to Large Businesses - E-

Commerce Security – Overview of Online Security Issues – Security for Client Computers –

Communication Channel Security – Security for Server Computers

MODULE 6:
Payment Systems for E-Commerce – Basics of Online Payment – Payment Cards –

Electronic Cash – Electronic Wallets – Stored-Value Cards – Internet Technologies and the Banking

Industry – Planning for E-Commerce Initiatives – Strategies for Developing E-Commerce Web Sites –

Managing E-Commerce Implementations

Text Books:
Gary P. Schneider, “E Commerce”, Cengage Learning 2007
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113003 - SOFTWARE ENGINEERING
OBJECTIVE: To assimilate the needs of software usages flawlessly over a long period of time and

be more adaptive to changing Technological Environments.

MODULE 1:
The Evolving Role of Software - Legacy – Myths – Software Engineering- CMMI – Process

Patterns and assessment - Prescriptive Models Waterfall, Incremental, Prototyping Agile process

models.

MODULE 2:
Software Engineering Principles and practice – Modeling – Construction- System Modeling

and System Simulation - Requirements Analysis – Data Modeling concepts – Flow Oriented

Modeling- Class based Modeling.

MODULE 3:
Design Concepts – Software Architecture – Components Level Design- User Interface

Analysis and Design- Testing strategies- Testing tactics - Software quality.

MODULE 4:
Webapp Engineering layers - Formulating web based systems- Project Management issues –

The Content models – Design issues – Testing concepts for WebApps.

MODULE 5:
Software Project Management – People, Product, Process and Project – Software

measurement and Metrics – Software scope and scalability – Software project Estimation-Project

scheduling.

MODULE 6:
Software Risks – Identification – Risk projection- Risk mitigation, Monitoring and

Management- Software Quality Assurance- software reviews – software configuration management –

features and process.

Text Books:
Roger S.Pressman, “Software Engineering”, Tata McGraw Hill, 6th Edition
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113004 - DESIGN AND ANALYSIS OF ALGORITHM
OBJECTIVE:
To create analytical skills, to enable students to design algorithms for various

applications, and to analyze the algorithms.

MODULE 1:
Notion of Algorithm - Fundamentals of Algorithmic Problem Solving – Important Problem

Types – Analysis Frame Work – Asymptotic Notations and Basic Efficiency Classes – Mathematical

Analysis of Recursive and Non-Recursive Algorithms – Algorithm Visualization

MODULE 2:
Brute Force – Selection Sort and Bubble Sort – Sequential Search and Brute Force String

Matching – Closest Pair – Exhaustive Search - Divide and Conquer – Merge sort – Quick sort –

Binary search – Binary Tree Traversal

MODULE 3:
Decrease and Conquer – Insertion Sort – Depth First Search and Breadth First Search -

Transform and Conquer – Presorting – AVL Trees – Heaps and Heap sort

MODULE 4:
Dynamic Programming - Computing a Binomial Coefficient – Warshall’s and Floyd’s algorithm

– Optimal Binary Search Trees – Greedy Technique - Prim’s algorithm – Kruskal’s algorithm –

Dijkstra’s algorithm.

MODULE 5:
Backtracking – N-Queens problem – Hamiltonian circuit problem – Subset Sum problem –

Branch and Bound – Assignment problem – Knapsack problem – Traveling salesman problem

MODULE 6:
Decision Trees - P & NP Problems – NP Complete problems – Approximation algorithms for

NP-hard problems – Traveling salesman problem – Knapsack problem

Text Books:
Anany Levitin, “Introduction to the Design and Analysis of Algorithms”, Pearson Education – 2nd
Edition 2008
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113009 – JAVA PROGRAMMING
OBJECTIVE:
To enable the students to design and develop enterprise strength distributed

and multi-tier applications using Java Technology.

MODULE 1:
Introduction to JAVA: Fundamentals of OOP - Java Evolution – Java Vs C++ - Java Program

Structure – Implementing a Java Program – Java Virtual Machine – Java Tokens – Constants, Data

types and Variables - Operators and Expressions – Control Statements – Arrays – Vectors.

MODULE 2:
Java Programming: Classes, Objects and Methods – Modifiers - Inheritance – Interfaces:

Defining Interfaces, Extending Interfaces, Implementing Interfaces, Accessing Interfaces – Packages:

Meaning, Java API Packages, Naming Conventions, Creating and Accessing Packages, Mechanisms

of Using Packages, Hiding Classes, Import Command.

MODULE 3:
Exception Handling: Types of Errors, Exceptions, Exception Handling Mechanism,

Advantages, Throwing User Defined Exceptions - Multithread Programming: Fundamental Concept,

Thread Creation, Thread Life-cycle, Thread Priorities and Thread Scheduling, Thread

Synchronization, Inter-thread Communication.

MODULE 4:
Managing I/O Files: Concept of I/O Streams, Stream Classes, Character Streams, Byte

Streams, File Streams, Random Access Files, Serialization – String Handling: String Basics, String

Operations, Character Extraction, String Buffer - Java Collections: Collections Framework, String

Tokenizer, BitSet, Date, Calendar, Gregorian Calendar, Time Zone, Currency.

MODULE 5:
Applet Programming: Applet Fundamentals – Java Application Vs Java Applets – Applet Life

Cycle – Building Applet Code – Running the Applet – Passing Parameters to Applets - Applet Tag –

Java Applet Package – Database Handling in Java: JDBC: JDBC Fundamentals – JDBC Architecture

– Working with JDBC – Processing Queries.

MODULE 6:
Graphics Programming: Graphics Class, Drawing Various Shapes using Graphics Class -

Abstract Window Toolkit: AWT Classes, Windows Fundamentals, Working with Windows, Frames,

Graphics and Texts – AWT Controls – Layout Managers – Menus – Images.

Text Books:
E. Balagurusamy, “Programming with Java”, Fourth Edition, Tata McGraw Hill, 2010.

References:
1. Herbert Schildt, “Java 2 – The Complete Reference”, Fifth Edition, Tata McGraw Hill, 2002.
2. Radha Krishna, “Object oriented programming through JAVA”, Universities Press, 2007.
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113010 – GRAPHICS AND ALGORITHM LAB
PART I – Graphics
Write a program using C/C++/Java language,

1. To draw various geometric objects using fundamental graphics functions.

2. To draw Line using Bresenham & DDA Line Drawing Algorithms.

3. To draw Circle using Bresenham Circle Drawing Algorithms.

4. To implement Clipping algorithms.

5. To perform 2D Transformations such as Translation, Rotation, Scaling, Reflection and

shearing.

6. To perform 3D Transformations such as Translation, Rotation and Scaling.

7. To implement geometric projections.

8. To convert between color models.

PART II – Algorithms
Write a program using C/C++/Java language,

1. Apply the Brute Force Technique to

a. Sort a set of numbers using Selection Sort method.

b. Search an element using Sequential search method.

2. Apply Divide and Conquer Technique to

a. Sort a set of numbers using Merge Sort method.

b. Sort a set of numbers using Quick Sort method.

c. Search an element using Binary search method.

d. Perform Binary Tree Traversals

3. Apply Decrease and Conquer Technique to

a. Sort a set of numbers using Insertion Sort method.

b. Perform Graph Traversals

4. Apply Transform and Conquer Technique to sort a set of numbers using Heap Sort method.

5. Apply Dynamic Programming Technique to

a. Find a Transitive Closure of a Digraph using Warshall’s algorithm.

b. Find all-pairs shortest path using Floyd’s algorithm.

6. Apply Greedy Technique to

a. Compute a Minimum Spanning Tree using Prim’s algorithm.

b. Compute a Minimum Spanning Tree using Kruskal’s algorithm.

c. Find Single Source Shortest path using Dijkstra’s algorithm.

7. Apply Backtracking method to solve N-Queens Problem.

8. Apply Branch and Bound Technique to

a. Solve Knapsack problem.

b. Solve Traveling Salesperson Problem.
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113011 – JAVA PROGRAMMING LAB
1. Simple Java Applications

a. For understanding reference to an instance of a class(object), methods

b. Handling Arrays and Vectors in Java

c. Handling strings in Java

2. Simple Package Creation

a. Developing user defined packages in java

3. Interface

a. Developing user-defined interfaces and implementation

b. Use of predefined interfaces

4. Threading

a. Creation of thread in Java applications

b. Multithreading

5. Exception Handling Mechanism

a. Handling pre-defined exceptions

b. Handling user-defined exceptions

6. Java Database Connectivity – Data Retrieval

7. File Operations

8. Applet

a. Creation of Color Palette
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114001 - CRYPTOGRAPHY AND NETWORK SECURITY
OBJECTIVE: To make the students to understand the principles of encryption algorithms,

conventional and public key cryptography.

MODULE 1:
Introduction to security attacks - services and mechanism - introduction to cryptography -

Conventional Encryption: Conventional encryption model - classical encryption techniques -

substitution ciphers and transposition ciphers – cryptanalysis – stereography - stream and block

ciphers - Modern Block Ciphers: Block ciphers principals - Shannon’s theory of confusion and

diffusion - fiestal structure - data encryption standard(DES) - strength of DES - differential and linear

crypt analysis of DES - block cipher modes of operations - triple DES.

MODULE 2:
IDEA encryption and decryption - strength of IDEA - confidentiality using conventional

encryption - traffic confidentiality - key distribution - random number generation - Introduction to graph

- ring and field - prime and relative prime numbers - modular arithmetic - Fermat’s and Euler’s

theorem - primality testing - Euclid’s Algorithm - Chinese Remainder theorem - discrete algorithms.

MODULE 3:
Principles of public key crypto systems - RSA algorithm - security of RSA - key management –

Diffle-Hellman key exchange algorithm - introductory idea of Elliptic curve cryptography - Elganel

encryption - Message Authentication and Hash Function: Authentication requirements -

authentication functions - message authentication code - hash functions - birthday attacks - security

of hash functions and MACS.

MODULE 4:
MD5 message digest algorithm - Secure hash algorithm (SHA) Digital Signatures: Digital

Signatures - authentication protocols - digital signature standards (DSS) - proof of digital signature

algorithm - Authentication Applications: Kerberos and X.509 - directory authentication service -

electronic mail security-pretty good privacy (PGP) - S/MIME.

MODULE 5:
IP Security: Architecture - Authentication header - Encapsulating security payloads -

combining security associations - key management.

MODULE 6:
Web Security: Secure socket layer and transport layer security - secure electronic transaction

(SET) - System Security: Intruders - Viruses and related threads - firewall design principals - trusted

systems.

Text Books:
William Stallings, “Cryptography and Network Security: Principals and Practice”, Prentice Hall

SEMESTER - IV
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114007 - RESOURCE MANAGEMENT TECHNIQUES
OBJECTIVE: To inculcate the application of management concept through Operation Research for

scaling new height.

MODULE 1:
Definition of Operation Research – scope of OR – Limitations of Operation Research – Linear

Programming Problem (LPP) – Application of LPP in Management – Advantages of LPP (only theory)

Formulation of LPP – Solution of LPP by Graphical method: Duality and sensitivity analysis –

Introduction to integer Programming, Dynamic Programming and Non-Linear Programming.

MODULE 2:
Various methods of finding initial solution: Maximization and Minimization problems North

West Corner Method – Least Cost Method – Vogel’s Approximation Method; Finding Optimal

Solution: Modified Distribution method; Variations: Unbalanced Transportation Problem – Degenerate

solution (Theory only); Assignment problems; General Structure; Finding Optimal Solution; Variations:

No square matrix – Maximization problem – Restrictions on Assignments – Alternate Optimal

solutions – Traveling Salesman Problems.

MODULE 3:
Networking Concepts; Rules of drawing network diagram; CPM Computations – Finding

critical path – Different Floats; PERT Computations: Computation of earliest and latest allowable

times – probability of meeting the scheduled dates; difference between PERT and CPM – Crashing of

a Project

MODULE 4:
Two person zero sum game: Solution to games: Saddle point – Dominance rule – Value of the

game – mixed strategy – Graphical method of solving a game – (2 X n and m X 2) games –

Replacement Theory - Replacement policy for gradually deteriorating items and for suddenly failing

items.

MODULE 5:
Introduction- Characteristics of Queuing models – Models for Arrival and Service Times;

Poisson arrival with Exponential Service Rate model – oxcer – Queuing models (Theory only)

Inventory models – EOQ models.

MODULE 6:
Introduction – Process of Simulation – Monte Carlo Method – waiting Line Simulation Method

– Inventory Management Simulation – Marketing Management Simulation – Financial Management

Simulation

Text Books:
N.D.Vohra, “Quantitative Techniques in Management”, Tata McGraw Hill, 2nd Edition, 2003
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114009 - SOFTWARE PROJECT MANAGEMENT
OBJECTIVE: To inculcate the fundamental practices of good project management needed by

software industry.

MODULE 1:
Meaning – Software projects versus other types of project – Contract Management – Activities

– Problems with software projects – Project Planning – Steps.

MODULE 2:
Programme management – Strategic Programme management – Evaluation –Choosing

technologies for a selection of a project – Structure versus speed of Delivery – Waterfall Model – V-

processes Model – Spiral Model – Prototype – Dynamic System Development method.

MODULE 3:
Estimation – Problems – Basis – Techniques – Activity planning – Schedules – Scheduling

Activities – Activity float – Identifying Critical Activities – Activity-on arrow networks.

MODULE 4:
Risk Management – Framework – Evaluating risk to the schedule – Monte Carlo Simulation –

Critical Chain Concepts – Resource allocation – Identifying resource requirements –Scheduling

resources – counting the cost.

MODULE 5:
Monitoring and Control – Creating the framework – Collection of data – Change Control –

Managing Contracts – ISO 12207 approach – Types of Contract – Contract Management.

MODULE 6:
Managing People – Understanding Behaviour – Motivation – Oldham - hackman Model –

Decision Making Influence of Culture – Stress – Software Quality – Meaning and importance –

Product versus process quality management.

Text Books:
Bob Hughes and Mike Cotterell, “Software Project Management”, Tata McGraw Hill, 4th Edition 2006.
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114015 – VISUAL PROGRAMMING
OBJECTIVE: To make the students to understand the windows programming concepts including

Microsoft Foundation Classes using Visual C++.

MODULE 1:

The Visual C++ Components – MFC Application Framework – View – SDI & MDI – Resource

Editors – Precompiled Headers - Event Handling – Mapping Modes – GDI – Colors – Fonts –

Programming a Modal and Modeless Dialogs - Windows Common Controls – Bitmaps – GDI Bitmaps

– Device Independent Bitmaps.

MODULE 2:

Document View Architecture – Windows Menus – Keyboard Accelerators – Command

Processing – MFC Text Editing Options - Toolbars - Status Bars – IE Rebar Toolbar - Reusable

Frame Window Base Class – Document-View Interaction Functions – CFormView and CObject Class

– Diagnostic Dumping - CObList Collection Class.

MODULE 3:

SDI Documents – Serialization Process – SDI Application – MDI Application – Windows

Printing – Print Preview – Programming for the Printer – Splitter Windows and Multiple Views –

Windows WinHelp Program - MAKEHELP Process – Help Command Processing – DLL –

Fundamental Concept – MFC DLL – Custom Control DLL – Dialog-Based Application.

MODULE 4:
ActiveX Controls Vs Ordinary Windows Controls – Installing ActiveX Controls – Calendar

Control – ActiveX Control Container Programming – Component Object Model – Containment and

Aggregation – IDataObject Interface – FORMATETC and STGMEDIUM Structures – MFC OLE

Clipboard Processing – MFC and OLE Drag and Drop – Sample Applications.

MODULE 5:
Structured Storage – Compound Files – IStorage and IStream Interface – Embedding Vs

Visual Editing – Windows Metafiles – MFC OLE Architecture – Container Component Interaction –

Component States – ATL and its Files – Creating ActiveX Control using ATL – Sample Applications.

MODULE 6:

DBMS with Microsoft ODBC – Advantages – ODBC Architecture – ODBC SDK Programming

– MFC ODBC Classes - Sample Database Applications – Filter and Sort Strings – Join – Multiple

Recordsets – DAO Concepts – Need for OLE DB – Basic OLE DB Architecture – OLE DB Template

Architecture – OLE DB Consumer and Provider.

Text Books:
David J. Kruglinski, George Shepherd, Scot Wingo, “Programming Visual C++”, Fifth Edition,

Microsoft Press.
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114016 – UNIX INTERNALS
OBJECTIVE: To make the students to understand the fundamentals, environment and internals

about UNIX Operating System.

MODULE 1:

Overview of UNIX OS: The UNIX Operating System – UNIX Architecture – Features – Basic

UNIX Commands – Command Structure – General Purpose Utilities – Overview of UNIX File System

– Files and Directory Handling Commands – File Attributes.

MODULE 2:

UNIX Shell Programming: Shell Basics – Pattern Matching – Redirection – Pipes – Shell

Variables – Shell Environment – Environment Variables – Aliases – Command History - Shell Scripts

– read Statement – UNIX Operators – Conditional Statements – Expression Evaluation – Looping

Statements – String Handling - Command Line Arguments.

MODULE 3:

Filters: Use of Filters – Simple Filter Commands (pr, head, tail, cut, paste, sort, uniq and tr

Commands) - Regular Expression – Filters using Regular Expressions (grep and egrep Commands)

– Stream Editor - Advanced Filters – Vi Editor: vi Basics – Modes of Operation of vi – Navigation –

Text Editing – Pattern Search and Substitution – Operators in vi – Handling Multiple Files.

MODULE 4:
UNIX Process: Process Basics – Process Status – System Processes – Process Creation

Mechanism – Process States and Zombies – Foreground and Background Processes – Process

Execution – Process Termination - Killing Processes – Process Control – Process Scheduling – Inter

Process Communication – Signal Handling.

MODULE 5:
System Administration: System Administrator Basics – Administrator’s Privileges –

Maintaining Security – User Management – Startup and Shutdown – Managing Disk Space – Device

Files – Backup and Recovery – Networking Tools: TCP / IP Basics – Resolving IP Addresses – ping,

telnet and ftp Commands – The Secure Shell – SSH Tools – DNS – Internet Mail and MIME – WWW.

MODULE 6:

Partitions and File Systems: Internals about File Systems – Creating Partitions and File

Systems – Directories – Allocation of disk blocks – System Call for File Systems: Open – Read –

Write – File and record locking – Lseek – Close – Changing directory, root, owner, mode – stat and

fstat – Pipes – Dup – Mounting and unmounting file systems – link – unlink – Handling Errors – File

Sharing - File System Checking.

Text Books:
Sumitabha Das, “UNIX Concepts and Applications”, Fourth Edition, Tata McGraw Hill.
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114017 – MULTIMEDIA SYSTEMS
OBJECTIVE:
To enable the students to learn the fundamental concepts of Multimedia

systems and various I/O technologies.

MODULE 1:
Introduction: Definition – Multimedia Elements – Multimedia applications – Multimedia

System Architecture – Evolving technologies for Multimedia – Defining objects for Multimedia

systems – Multimedia Data interface standards – Multimedia Databases.

MODULE 2:
Compression and Decompression: Need for Data Compression – Types of Compression –

Binary Image Compression Schemes – Image Compression – Video Compression – Audio

Compression.

MODULE 3:
Data and File Format Standards: Rich Text Format – TIFF File Format – Resource Interface

File Format – MIDI File Format - JPEG DIB File Format – AVI Indeo File Format – MPEG Standards –

TWAIN.

MODULE 4:
Multimedia I/O Technologies: Image Scanners – Digital Voice and Audio – Digital Camera –

Video Images and Animation – Full Motion Video – Storage and Retrieval Technologies: Hard Disk

Technology – RAID Technology – Optical Media – Hierarchical Storage Management.

MODULE 5:
Multimedia Application Design: Multimedia Application Classes – Types of Multimedia

Systems – Virtual Reality – Components of Multimedia Systems – Multimedia Authoring and User

Interface: Multimedia Authoring Systems – Multimedia Authoring Tools - User Interface Design.

MODULE 6:
Hypermedia Messaging: Mobile Messaging – Hypermedia Message Components -

Hypermedia Linking and Embedding – Integrated Multimedia Message Standards – Distributed

Multimedia Systems: Components – Multimedia Object Servers – Distributed Multimedia Databases.

Text Books:
Prabat K Andleigh and Kiran Thakrar, “Multimedia Systems and Design”, Prentice Hall India, 2003,

New Delhi.

References:
1. Ralf Steinmetz, Klara Steinmetz, “Multimedia Computing, Communications & Applications”

Pearson education, 2004.

2. Tay Vaughan, “Multimedia Making It Work”, McGraw Hill, 2002.
3. Parekh R “Principles of Multimedia” Tata McGraw-Hill, 2006.
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114018 – UNIX AND NETWORK PROGRAMMING LAB
PART - A
1. Basic UNIX Commands

2. Shell Programming

3. Inter Process Communication (IPC)

PART - B
1. Retrieving data with URLs

2. Implementation of Socket Programming

a. Using TCP/IP

b. Using UDP

3. Implementation of FTP

4. Implementation of ECHO/PING/TALK

5. Implementation of Remote command Execution

6. Implementation of ARP

7. Implementation of RARP

8. Implementation of RMI / RPC

9. Implementation of Shortest Path Routing Algorithm

10. Implementation of Sliding Window Protocol

114019 – VISUAL PROGRAMMING LAB
Implement the following exercises using Visual C++

1. Writing code for keyboard and mouse events.

2. Dialog Based applications

3. Creating MDI applications

4. Threads

5. Document view Architecture, Serialization

6. Dynamic controls

7. Menu, Accelerator, Tool tip, Tool bar

8. Creating DLLs and using them

9. Data access through ODBC

10. Creating ActiveX control and using it



	Page 36


35

115002 - DATA WAREHOUSING AND DATA MINING
OBJECTIVE: Enhance the traditional information presentation technologies by bringing the data

for their creation into a single source.

MODULE 1:
Data Warehouse – definition and characteristics – Data Warehouse Architecture – Client /

Server computing model – Server Functions – Server Hardware Architecture – RISC Versus CISC –

Distributed memory – Cluster Systems – Server OS, Unix, Windows NT, OS/2, NetWare

MODULE 2:
RDBMS Architecture for Scalability – Types of Parallelism – Advanced RDBMS Features and

Administration – Oracle - System Management, Informix – Features - Sybase - SYBASE SQL Server

- IBM – DB2- Microsoft – MS SQL Server.

MODULE 3:
Data Warehouse Database, Sourcing, Acquisition, Cleanup and Transformation Tools –

Access Tools - Query and Reporting Tools, OLAP – Data Marts – Information Delivery System

MODULE 4:
Building a Data Warehouse – Approach – Design, Technical and Implementation

Considerations – Database Architecture for Parallel Processing – DBMS Schema

MODULE 5:
Metadata – Repository and Management – Need for OLAP – OLAP Tools and the Internet -

Data Mining – Embedded Effectiveness – Over fitting - Technologies.

MODULE 6:
Decision Trees – Neural Networks – Business Score Card and Clustering and Nearest-

Neighbor – Prediction and analysis – Genetic Algorithms - Usage and Applications - Data

Visualization Principles – Data Ware House market

Text Books:-
Alex Berson, Stephen J. Smith, “Data Warehousing, Data- Mining and OLAP”, Tata McGraw Hill

References:-
Jiawei Han, Micheline Kamber, "Data Mining: Concepts and Techniques", Morgan Kaufmann

Publishers, 2002.

SEMESTER - V
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115003 – MOBILE COMPUTING
OBJECTIVE: To provide basics for various techniques in Mobile Communications and Mobile

Content services.

MODULE 1:
Mobile Communication Fundamentals – Applications – History of Wireless Communication –

Basic Reference Model for Network - Wireless transmission – Frequencies for radio transmission –

Signals – Antennas – Signal Propagation – Multiplexing – Modulations – Spread spectrum – Cellular

Wireless Networks.

MODULE 2:
Medium Access Control – Motivation for a MAC – Multiple Access Mechanisms - SDMA –

FDMA – TDMA – CDMA – Comparison of Multiple Access Mechanisms – Satellite Systems – Basics

of Satellite Systems - Applications – Routing – Localization – Handover – Broadcast Systems –

Cyclical Repetition of Data – DAB – DVB.

MODULE 3:
Telecommunication Systems – GSM: Mobile Services, System Architecture, Radio Interface,

Protocols, Localization and Calling, Handover, Security, New Data Services – DECT: System

Architecture, Protocol Architecture - TETRA – UMTS and IMT 2000: Basics, Releases and

Standardization, System Architecture, Radio Interface, UTRAN, Core Network, Handover.

MODULE 4:
Wireless LAN – Advantages and Disadvantages – Infra red Vs Radio transmission –

Infrastructure and Ad-hoc Network – IEEE 802.11: System and Protocol Architecture, Physical and

MAC Layers, MAC Management, 802.11b & 802.11a Standards – HIPERLAN - HIPERLAN1, WATM,

BRAN - HIPERLAN2.

MODULE 5:
Bluetooth: Architecture, Radio and Baseband Layers, LMP and L2CAP, Security, SDP, IEEE

802.15 - Mobile IP – Requirements – Entities and Terminologies – IP Packet Delivery – Registration –

Tunneling and Encapsulation – Optimizations – Reverse Tunneling – IPv6 – IP Micro Mobility Support

– DHCP – Mobile ad-hoc Networks – Routing – DSDV – DSR - Alternative Metrics.

MODULE 6:

Mobile Transport Layer – Traditional TCP – Classical TCP Requirements – Indirect TCP –

Snooping TCP – Mobile TCP – Fast Retransmit – Time Out Freezing – Selective Retransmission –

Transaction Oriented TCP – 3G Wireless Networks – Support for Mobility – File Systems – WAP:

Architecture, WDP, WTP, WSP, WAE, WTA – i-mode – SyncML – WAP 2.0.

Text Books:
Jochen Schiller, “Mobile Communications”, 2nd Education, Pearson Education, 2009.



	Page 38


37

115004 – COMPONENT BASED TECHNOLOGY
OBJECTIVE: To explore different software components and their application.

MODULE 1:

Distributed Object Technology – Distributed Systems - Distributed Objects – Methods of

Distribution – Issues in the Design of Distributed Object Application – Multi-Tier Architecture –

Component Concepts – Modules – Interfaces – Callbacks – Directory Services – Component

Architecture – Component Based Software Development.

MODULE 2:

Java Based Component Models – JavaBeans – Remote Method Invocation – RMI-IIOP -

Enterprise JavaBeans – Basics – EJB Architecture – Types of Enterprise Beans – Lifecycle of Beans

– Steps in Developing an EJB – Differences Between EJB 2.0 and EJB 3.0 – Programming

Examples.

MODULE 3:

CORBA Component Technologies – Introduction to CORBA – CORBA Architecture – ORB –

POA – Internet Inter-ORB Protocol – Dynamic CORBA – OMG IDL – CORBA Services – Object

Location and Transaction Services – Messaging Service – Event Service – Security Service –

CORBA Component Model – Model-Driven Architecture – Programming Examples.

MODULE 4:
.NET Based Component Technologies – Evolution – COM and DCOM – OLE – ActiveX

Controls - DLL – Components with ATL – DCOM Architecture – COM IDL – COM Error Handling –

COM Interfaces – Type Library – Threading Model – Marshalling – COM+ - .NET Architecture –

Programming Examples.

MODULE 5:
DCOM Services – Naming in DCOM – DCOM Activation Framework – Persistence Service

and Monikers – Security Service – Transaction Service (MTS) – Messaging Service (MSMQ) –

Clustering in DCOM.

MODULE 6:

Component Frameworks and Development – Object Oriented Frameworks (OOFW) – Black

Box Component Framework – Component Oriented Programming – Component Tools – Introduction

to Service Oriented Architecture and Web Services – Business Value of SOA – Architectural

Elements of SOA – Web Services and SOA.

Text Books:
G. Sudha Sadasivam, “Component Based Technology”, Wiley India, 2008.
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115005 – INTERNET PROGRAMMING
OBJECTIVE: To make the students to understand the concepts of Internet Programming and its

related programming and scripting languages.

MODULE 1:

Introduction to Internet and World Wide Web – Components to Enable Internet Access –

Features of Internet Explorer and Firefox – Browser Settings – Web 2.0 - Search Engines – Content

Networks – User Generated Content – Blogging – Social Networking and Media – Tagging – RIA –

Web Services, Mashups, Widgets and Gadgets – Location Based Services – Web 2.0 Models.

MODULE 2:

Introduction to XHTML – Structure of XHTML Document – Headings – Links – Images – Lists

– Tables – Forms – Frames – Internal Linking – Web Page Design – Introduction to CSS – Inline

Styles – Embedded Style Sheets – Conflicting Styles – Liking External Style Sheets – Positioning

Elements – Backgrounds – Element Dimensions – Box Model and Text Flow – Media Types – Drop

Down Menu - User Style Sheets – Sample Web Applications.

MODULE 3:

Introduction to JavaScript – Structure of JavaScript – Sample Programs – Memory Concepts -

Operators – I/O Structures - Control Structures: Selection and Multiple Selection Structures –

Repetition Structures – break and continue Structures – Functions: Programmer Defined Functions –

Function Definition – Scope Rules – Global Functions – Recursion – Example Programs.

MODULE 4:
Arrays: Declaring and Allocating Arrays – Passing Arrays to Functions – Multidimensional

Arrays – Objects: Object Technology Concepts – Various JavaScript Objects – DOM Nodes and

Trees – DOM Collections – Events and Event Models – XML Basics – XML Namespaces – DTD –

XML Schema Documents – XML Vocabularies – XSL – RSS – ActiveX Controls - Sample Web

Applications.

MODULE 5:
Server Side Programming – Web Servers: HTTP Transactions - IIS and Apache Servers –

Databases: MySQL – ADO.NET Object Model – JDBC – PHP: PHP Basics – Form Processing –

Dynamic Content - ASP.NET 2.0: Introduction - Developing Sample Web Application – Web Controls

– Session Tracking – Case Studies.

MODULE 6:

JavaServer: Java Web Technologies – Sample Application using Netbeans – JSF

Components – Session Tracking – Accessing Databases in Web Applications – Virtual Forms – Map

Viewer Component - Web Services: Java Web Services Basics – Creating, Publishing, Testing and

Describing a Web Service – Consuming Web Service – SOAP – Session Tracking in Web Services –

Simple Web Applications – Multi Tier Applications.

Text Books:
Deitel, Deitel, “Internet & World Wide Web–How to Program”, 4th Edition, Pearson Education, 2009.
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115013 – OBJECT ORIENTED ANALYSIS AND DESIGN
OBJECTIVE: To provide a clear and in depth knowledge about the concepts underlying object-

oriented systems development and design process.

MODULE 1:

Introduction: System Concepts – Complexity of Software - Overview of Object Oriented

Systems Development - Structured Paradigm Vs Object Oriented Paradigm – Object Basics – Object

Oriented Systems Development Life Cycle.

MODULE 2:

Object Oriented Methodologies: Rumbaugh Methodology - Booch Methodology - Jacobson

Methodology - Patterns – Frameworks – Unified Approach – Unified Modeling Language (UML) -

Need – Models and Modeling – Use case diagram - Class diagram – Dynamic Behavior Diagrams –

Packages – Model Constraints.

MODULE 3:

Object Oriented Analysis: OOA Process – Business Process Model – Use Case Model –

Developing Effective Documentation - Object Analysis: Classification – Various Approaches for

Identifying Classes – Identifying Object Relationships: Associations, Super-Sub Class Relationships,

Aggregation – Identifying and Defining Attributes – Identifying and Defining Methods.

MODULE 4:
Object Oriented Design: OOD Process – Design Axioms and Corollaries – Design Patterns –

Designing Classes: Class Visibility – Refining Attributes – Designing Methods and Protocols –

Packages and Managing Classes.

MODULE 5:
Object Storage and Interoperability: Distributed Databases and Client-Server Computing –

Distributed Objects Computing – Object Oriented DBMS – Object Relational Systems – Multidabase

Systems – Designing Access Layer Classes – User Interface Design: Designing View Layer Classes

– Macro and Micro Level Process – View Layer Interface – Prototyping the User Interface.

MODULE 6:

Object Oriented Testing: Testing Strategies – OO Testing Techniques - Class Testing, State

Based Testing, Polymorphism Testing, Inheritance and Integration Testing – Test Cases – Test Plan

– Continuous Testing – Myers’s Debugging Principles – Usability Testing – User Satisfaction Test.

Text Books:
Ali Bahrami, “Object Oriented Systems Development”, Tata McGraw-Hill

References:
1. Martin Fowler, “UML Distilled”, Second Edition, PHI/Pearson Education.

2. Stephen R. Schach, “Introduction to Object Oriented Analysis and Design”, Tata McGraw-Hill.

3. James Rumbaugh, Ivar Jacobson, Grady Booch “The Unified Modeling Language Reference

Manual”, Addison Wesley.
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115011 – INTERNET PROGRAMMING LAB
1.

Write programs in Java to demonstrate the use of following components Text fields, buttons,

Scrollbar, Choice, List and Check box.

2.

Write Java programs to demonstrate the use of various Layouts like Flow Layout, Border

Layout, Grid layout, Grid bag layout and card layout

3.

Write programs in Java to create applets incorporating the following features:

•

Create a color palette with matrix of buttons

•

Set background and foreground of the control text area by selecting a color from color

palette.

•

In order to select Foreground or background use check box control as radio buttons

•

To set background images

4.

Write programs in Java to do the following.

•

Set the URL of another server.

•

Download the homepage of the server.

•

Display the contents of home page with date, content type, and Expiration date. Last

modified and length of the home page.

5.

Write programs in Java using sockets to implement the following:

•

HTTP request

•

FTP

•

SMTP

•

POP3

6.

Write a program in Java for creating simple chat application with datagram sockets and

datagram packets.

7.

Write programs in Java using Servlets:

•

To invoke servlets from HTML forms

•

To invoke servlets from Applets

8.

Write programs in Java to create three-tier applications using servlets

•

for conducting on-line examination.

•

for displaying student mark list. Assume that student information is available in a

database which has been stored in a database server.

9.

Create a web page with the following using HTML

i)

To embed a map in a web page

ii)

To fix the hot spots in that map

iii)

Show all the related information when the hot spots are clicked.

10. Create a web page with the following.

i)

Cascading style sheets.

ii)

Embedded style sheets.

iii)

Inline style sheets.

iv)

Use our college information for the web pages.
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115014 – CASE TOOLS AND SOFTWARE DEVELOPMENT LAB
Develop software for an application using typical CASE Tool by following Software

Engineering methodology as given below:

1. Problem Statement

2. Requirements Analysis and specification

3. System design and modeling

4. System Implementation
Suggested list of applications:

1. Online Quiz System

2. Student Mark Analysis

3. ATM Banking

4. Online Ticket Reservation System

5. Course Registration

6. Stock Maintenance

7. Payroll Processing System
Note: -
Use UML diagrams for both Requiremtns specification and system design.
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116001 - SOFT COMPUTING
OBJECTIVE: To make the students to understand the techniques of soft computing in terms of its

tolerance to imprecision and uncertainty.

MODULE 1:

Introduction: Soft Computing Constituents – Soft Computing Vs Hard Computing –

Applications - Artificial Neural Network (ANN): Fundamental Concept – Basic Terminologies – Neural

Network Architecture – Learning Process – Fundamental Models of ANN: McCulloch-Pitts Model –

Hebb Network – Linear Separability.

MODULE 2:

Supervised Learning Networks: Perceptron Network – Adaline and Madaline Networks - Back

Propagation Network – Radial Basis Function Network.

MODULE 3:

Unsupervised Learning Networks: Kohonen Self Organizing Network – Counter Propagation

Network – ART Network – Hopfield Network - Special Networks: Boltzmann Machine – Support

Vector Machine.

MODULE 4:

Fuzzy Sets: Fundamental Concept – Basic Terminologies – Operations on Fuzzy Set –

Properties of Fuzzy Sets – Fuzzy Sets Vs Crisp Sets – Fuzzy Relations: Basic Concepts – Fuzzy

Composition – Fuzzy Equivalence and Tolerance Relation - Membership Functions – Fuzzification –

Defuzzification.

MODULE 5:
Fuzzy Arithmetic – Extension Principle – Fuzzy Measures – Fuzzy Rules and Fuzzy

Reasoning: Fuzzy Propositions – Formation of Rules – Decomposition of Rules – Aggregation of

Rules – Approximate Reasoning – Fuzzy Inference and Expert Systems – Fuzzy Decision Making –

Fuzzy Logic Control Systems.

MODULE 6:
Genetic Algorithm: Fundamental Concept – Basic Terminologies – Traditional Vs Genetic

Algorithm - Elements of GA - Encoding - Fitness Function – Genetic Operators: Reproduction –
Cross Over - Inversion and Deletion - Mutation – Simple and General GA - The Schema Theorem -
Classification of Genetic Algorithm – Genetic Programming – Applications of GA.

Text Books:
S.N. Sivanandam, S.N. Deepa, “Principles of Soft Computing”, Wiley India, 2007.

References:
1. J.S.R. Jang, C.T. Sun, E. Mizutani, “Neuro-Fuzzy and Soft Computing”, Prentice Hall India, 2004
2. S. Rajasekaran, G.A.V. Pai, “Neural Networks, Fuzzy Logic, Genetic Algorithms”, Prentice Hall
India, 2004.

SEMESTER - VI
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116002 – DISTRIBUTED COMPUTING
OBJECTIVE: To make the students to understand the fundamental concepts and principles of

distributed computing.

MODULE 1:

Distributed Computing Systems: Definition - System Models – Advantages of Distributed

Systems – Design Challenges – Distributed Computing Environment - Networking and

Internetworking - Types of Networks - Network Principles - Internet Protocols.

MODULE 2:

Message Passing: Fundamental Concept – Features - Issues – Synchronization – Buffering –

Message Encoding and Decoding – Process addressing – Failure Handling – Remote Procedure

Calls: RPC Model – Transparency – Implementation – Stub Generation – RPC Messages –

Marshaling – Communication Protocols – Client–Server Binding – Lightweight RPC.

MODULE 3:

Distributed shared Memory – Basic Concept – General Architecture – Advantages - Design

Issues – Structuring Approaches – Consistency Models – Replacement Strategy – Thrashing –

Synchronization Mechanisms: Clock Synchronization – Event ordering – Mutual Exclusion –

Deadlock – Election Algorithms.

MODULE 4:

Resource Management: Basic Concept - Features – Task Assignment approach – Load-

Balancing Approach - Load-Sharing Approach - Process Management: Basic Concept – Process

Migration – Threads.

MODULE 5:
Distributed File Systems: Uses – Services - Features – File Models – Accessing Models –

Sharing Semantics – Caching Schemes – File Replication – Fault Tolerance – Atomic Transactions –

Design Principles.

MODULE 6:
Naming Systems: Features – Fundamental Terminologies and Concepts – System Oriented

Names – Object Locating Mechanisms – Human Oriented Names – Name Caches – Naming and

Security – Case Studies: V-System – Mach.

Text Books:
Pradeep K. Sinha, "Distributed Operating Systems", Prentice Hall India, 2008, New Delhi.

References:
1. George Coulouris, Jean Dollimore and Tim Kindberg, “Distributed Systems Concepts and

Design”, Pearson Education, 3rd Edition, 2002.

2. Andrew S Tanenbaum , Maartenvan Steen, ”Distibuted Systems – Principles and Pardigms”,
Pearson Education, 2002
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116003 – SOFTWARE QUALITY MANAGEMENT
OBJECTIVE: To introduce an integrated approach to software development incorporating quality

management methodologies.

MODULE 1:
Introduction to Quality and Software Quality – Views of Quality – Hierarchical Models of

Quality – Definition - McCall Model – Boehm Model – Interrelationships between Quality Criteria –

Practical Evaluation of Software Quality

MODULE 2:
Quality Measurement – Measuring Quality – Software Metrics – Metrics Cited based on the

Quality Criteria – Problems Related with Metrics – Overall Measure of Quality – Gilb’s Approach

Quality Measurement – COQUAMO Project – Quality Profiles.

MODULE 3:
Growth of Software Engineering Methods – Methodologies based upon the Waterfall

Lifecycle: SSADM - IEM - CASE Tools: Excelerator CASE Tool – IEF – Contribution of Methods and

Tools to Quality – Alternative Approaches to Software Development – Software Quality Standards.

MODULE 4:
Quality Management System – Historical Perspective – Deming, Juran and Crosby

Philosophy and their Comparison – Three Principal Terms related to QM – Elements of QMS – Key to

Quality Management – Problems of User Requirements – QMS for Software – Quality Assurance and

Improvement.

MODULE 5:
Quality Management Standards – Purpose of Standards – ISO9000 Series – ISO9000-3 for

Software Development – Impact of ISO9000 and TickIT.

MODULE 6:
Models and Standards for Quality Improvement – Capability Maturity Model – Individuals

Levels of the CMM – Role of the CMM – SPICE – Comparison of ISO9000 and CMM – Future Trends

in Software Quality – Case Studies.

Text Books:
Alan C Gillies, “Software Quality – Theory and Management”, 2nd Edition, Thomson Learning.

